Experiment No:-
Aim of Experiment : Design a prototype that implements the cache management for a mobile computing environment.

TITLE : WORK INSTRUCTION SHEET: Mobile Computing Lab

Tools/Libraries: 
Software Used : MS Office
Hardware Used: Standard PC
Pre Condition : One server with Cache Manager and many clients.
Post Condition: Cache manger prototype is built. 

Introduction


With the explosive growth of wireless techniques and mobile devices such as laptops, personal digital assistants, people with battery powered mobile devices wish to access various kinds of services at any time any place. However, existing wireless services are limited by the constraints of wireless networks such as narrow bandwidth, frequent disconnections, and limitations of the battery technology. Thus, mechanisms to efficiently transmit information from the server to a massive number of clients (running on mobile devices) have received considerable attention.


Caching frequently accessed data items on the client side is an effective technique to improve performance in mobile environment Average data access latency is reduced as some data access requests can be satisfied from the local cache thereby obviating the need for data transmission over the scarce wireless links. Due to the limitations of the cache size, it is impossible to hold all the accessed data items in the cache. As a result, cache replacement algorithms are used to find a suitable subset of data items for eviction. Cache replacement algorithms have been extensively studied in the context of operating system virtual memory management and database buffer management. In this context, cache replacement algorithms

usually maximize the cache hit-ratio by attempting to cache the items that are most likely to be accessed in the future.

The System Models :-

Mobile Computing Model: -


In a mobile computing system, the geographical area is divided into small regions, called cells. Each cell has a base station (BS) and a number of mobile terminals (MTs). Inter-cell and intra-cell communications are managed by the BSs. The MTs communicate with the BS by wireless links. An MT can move within a cell or between cells while retaining its network connection. An MT can either connect to a BS through a wireless communication channel or disconnect from the BS by operating in the doze (power save) mode. The mobile computing platform can be effectively described under the client/server paradigm. A data item is the basic unit for update and query. MTs only issue simple requests to read the most recent copy of a data item. There may be one or more processes running on an MT. These processes are referred to as clients (we use the terms MT and client interchangeably). In order to serve a request sent from a client, the BS needs to communicate with the database server to retrieve the data items.

The Cache Invalidation Model: -


Frequently accessed data items are cached on the client side. To ensure cache consistency, a cache management algorithm is necessary. Classical cache invalidation strategies may not be suitable for wireless networks due to frequent disconnections and high mobility of mobile clients. It is difficult for the server to send invalidation messages directly to the clients because they often disconnect to conserve battery power and are frequently on the move. For the clients, querying data servers through wireless links for cache invalidation is much slower than wired links because of the latency of the wireless links. As a solution, we use the IR-based cache invalidation approach [4] to maintain cache consistency. 

In this approach, the server periodically broadcasts an Invalidation Report (IR) in which the changed data items are indicated. Rather than querying the server directly regarding the validation of cached copies, the client can listen to these IRs over wireless channels and use the information to invalidate its local cache. More formally, the server broadcasts an IR e very L seconds. The IR consists of the current timestamp Ti   and a list of tuples (dx,tx) such that  tx>(Ti-w*L)_, where dx _ is the data item id,  tx     _ is the most recent update timestamp of dx , and w  is the invalidation broadcast window size. In other words, IR contains the update history of the past _ broadcast intervals. 

The Caching Scenarios:

Caching recently accessed data in the server can significantly improve the performance of a mobile computing system. However, when the service handoff occurs and a new server takes over the running applications, the cache of the new server does not contain any data entry that was accessed by prior transactions. The new server thus loses its advantages for cache access after service handoff. In order to maintain the use of cache after service handoff, the new server should employ proper cache schemes that are suitable for such a mobile computing environment. This is the very problem we shall address in this paper.

Generally speaking, three caching scenarios are considered in this study. The first one is to access cache data in the server (to be referred to as FLB, standing for “from local buffer”). Since the server processes the transactions from mobile users, the buffer of the server contains recently used data. Second, one may utilize a coordinator buffer to cache data for the mobile computing system (to be referred to as FCB, standing for “from the

coordinator buffer”). As mentioned above, the mobile computing system is of a distributed server architecture, in which data sharing can be achieved by allowing a

coordinator to have a coordinator buffer keeping data to be shared by all servers. It has been reported that a coordinator buffer is useful in improving the system performance and scalability. The third scheme is to access cache data from the prior server of running transactions (to be referred to as FPS, standing for “from the previous server cache”). Clearly, this scheme is included for our evaluation due to the very nature of mobile computing. 
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                            A cache retrieval problem in mobile computing system.

Above figure illustrates a scenario for cache retrieval when service handoff occurs. In the beginning, served by server A, mobile user 1 submits a transaction to server A. According to the transaction properties, server A will use either FCB or FLB to pre-cache some data in its cache when the transaction starts to process. Suppose that server A uses FCB to pre-cache data and mobile user 1 moves to a new service area which is covered by server B. The running applications of mobile user 1 will be transferred to server B for execution. Then, server B may use one of the three schemes: FPS (i.e., server A), FCB (i.e., coordinator buffer) and FLB (i.e., from its own local buffer) for cache access. Clearly, the employment of proper cache schemes has a significant impact to the system performance and should be determined in light of the transaction properties and execution efficiency. The design and analysis of a dynamic and adaptive cache retrieval scheme (referred to DAR) that can adopt proper cache methods based on some specific criteria devised to deal with the service handoff situation in a mobile computing environment is the object of this study.

The study on cache retrieval for a mobile computing system is different from that for a traditional database system not only in the related cost model but also due to the occurrence of service handoff. 

Cache Retrieval Methods:

In a mobile computing system, mobile users submit transactions to the servers for execution, and the transactions request data pages from servers to process. In some applications, if data pages are referenced by transactions, these data pages have a tendency of being referenced again soon. This property is called temporal locality. For applications with temporal locality, the data pages which these transactions access can be further divided into two types of pages, namely, pages with intra transaction locality and pages with inter-transaction locality. Intra-transaction locality refers to the feature that the same data pages are usually referenced within a transaction boundary, meaning that these pages present temporal locality within a transaction. In contrast, inter-transaction locality refers to the feature that the same data pages are usually shared by some consecutive transactions.

Description of Three Caching Methods:-

We now describe three caching methods. As can be seen later, depending on the transaction properties, FLB, FPS and FCB have their own advantages.

i) FLB (Caching from Local Buffer)-

Clearly, since the server has its own local buffer, it could get cache data from its local buffer directly. In general, the server will fetch cache data due to cache miss in the beginning of transaction execution. This is usually called cache warm-up.

ii) FPS (Caching from the Previous Server)-

For a transaction with higher intra-transaction locality and lower inter-transaction locality, getting the cache data from the previous server is useful and effective for mobile computing. Let server SA contains the cache pages 44, 26 and 17, and the coordinator contains the cache pages 44, 39 and 40 after server SC writes its cache buffer. These transactions also share one page 44. Under the assumption that the characteristics of workload are of high temporal locality and with few common pages, the mobile user requests the cache pages 44, 26 and 18. As such, when service handoff occurs, getting the cache data from the previous server will be more effective than other schemes.

iii) FCB (Caching from Coordinator Buffer)-

If the transaction property is update-intensive and transactions possess higher inter-transaction locality, getting cache data from the coordinator buffer will be cost-effective. Let the sharing pages are 44 and 39. Assume that the mobile user is using the data pages 44, 39 and 18. When server SB which the mobile user is with gets the cache data from the coordinator, server SB will have the most recent pages 44 and 39, and only incur one cache miss for page 18 and one cache replacement for page 40. Clearly, FCB performs better than FPS in this case.

Three Phases of a Transaction:

As pointed out earlier, DAR, the dynamic and adaptive cache retrieval scheme we shall devise in this paper will employ proper cache methods to deal with the service handoff situation. The transaction processing can be divided into three phases, namely the initial phase, the execution phase and the termination phase
During the initial phase, the transaction sets up the processing environment (explicitly, the transaction identification, local variables, and cache entry table are created). The server creates the ‘cache entry table’, and two cache methods, FCB and FLB, will be considered. Note that since the transaction just started, FPS is not proper for this initial phase. These two methods will be evaluated to decide which one to be used for the initial

phase. The second phase is the execution phase when the server is processing the transaction. If the server needs to do the service handoff when a mobile unit enters

a new service area, the running transactions will migrate to a new server. The new server should then take over the running transactions seamlessly. As the new server sets up

the running environment, cache data will be retrieved by the new server using three schemes: FLB, FCB and FPS. 

We will evaluate these three schemes based on the corresponding transaction properties. The last phase of a transaction is the termination phase. In this termination phase, as the transaction execution finishes, the transaction will do the coordinator buffer write as well as activate the cache invalidation scheme to invalidate other caches in this mobile system. In essence, the dynamic and adaptive cache retrieval scheme (DAR) we devise will

utilize the transaction properties and take the corresponding cost into consideration (i.e., cache miss and replacement) to evaluate effective cache retrieval methods in each transaction-processing phase.

Dynamic and Adaptive Cache Retrieval Schemes-

In this section, we shall first evaluate the performance of cache retrieval methods (i.e., FLB, FCB and FPS), and then use the results obtained to devise DAR. Explicitly, cache retrieval methods for the initial phase are examined in Section 1 and those for the

execution phase are examined in Section 2. Decision rules for DAR are derived in Section 3.

1 Caching Schemes for the Initial Phase-

Consider the example scenario in Figure 5 where a short transaction is executed by a mobile computer. The transactions are update-intensive and have many sharing

pages. The transaction properties are taken into consideration to decide which scheme to use. Qualitatively speaking, since the transaction is update-intensive and has inter-transaction locality, FCB tends to perform better.

Due to the inter-transaction locality, the buffer in the coordinator maintains many sharing pages and the server is thus very likely able to get pages from the coordinator buffer. On the other hand, when intertransaction locality is absent, FLB tends to perform better than FCB because that cache retrieved from FCB will incur cache replacement, which does not happen when FLB is used.

2 Caching Schemes for the Execution Phase-

We now consider caching schemes for a transaction in the execution phase. With the transaction execution time being long enough, the transaction processing will migrate to a new server due to the movement of a mobile unit. It can be seen from the examples in Section 2 that temporal locality is a very important factor to be evaluated for determining which caching scheme to employ.

3 Deriving Decision Rules for DAR-

By taking into consideration the transaction properties and the costs of cache miss and cache replacement, DAR will select an appropriate method in each phase of transaction processing. We shall conduct formula analysis and provide criteria for using DAR.

Intra-transaction page probability represents the percentage of pages that demonstrate the intra-transaction locality, whereas inter-transaction page probability represents the percentage of pages that demonstrate the inter-transaction locality. The attributes of intertransaction page, such as read or update, depend on the update probability for inter-transaction pages. Each transaction is assumed to process an average of T pages. Also, the size of cache in the server buffer is S. CM and CR denotes the cache miss and the cache replacement cost of each page, respectively. A description of symbols is given below:
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                                            1Decision Rule for the Initial phase 
The number of inter-transaction pages among transactions can be expressed as T*(. Then we consider the cache miss and cache replacement cost between FCB and FLB. Clearly, the FLB has CM*T caches miss cost.

On the other hand, using FCB to retrieve cache, the cache contains T β inter-transaction pages and some other pages, which are not available in the cache. Clearly, accessing these pages incurs cache miss and replacement cost. This cost can be expressed as (CM+CR) (T-T β). To facilitate our presentation, we denote the minimal number of inter-transaction pages as ε, and use ε as a threshold to determine whether FCB or FLB should be used. Formally, ε is determined from following formula: 

(CM+CR)(T-ε)< CM*T

The minimal number of inter-transaction pages indicates that if the T β is larger than ε, one should use FCB. Otherwise FLB should be used. In brief, the decision rule is as follows.

Decision Rule for the Initial Phase:


    Determine the minimal number of inter-transaction pages ε from

     (CM+CR)(T-ε)< CM*T

      If (T β>ε) then

              Using FCB

      else

              Using FLB.

2 Decision Rules for the Execution phase

According to the transaction properties, we evaluate the FPS and FCB to decide which one to employ. Specifically, the number of intra-transaction pages in a transaction is α T and the number of inter-transaction pages in a transaction is T β. We denote the minimal

number of pages with temporal locality as σ. In general, if α T+T βis less than σ, meaning that temporal locality are not prominent, FLB is used. However, if the transaction property has prominent temporal locality (i.e., α T+T βis larger than σ), we shall select the schemes from FCB or FPS. Specifically, use FPS if α/β>( (meaning that intratransaction locality is the major temporal locality), and use FCB if α/β<φ (meaning that inter-transaction locality is the major temporal locality). Use FPS or FCB to retrieve cache, the cache contains intra-transaction, inter-transaction pages and some other pages which are not available in the cache. Hence, the extra page access incurs cache miss and replacement cost. Therefore, similarly to the derivation in Section 3.1, we can determine σ as follows. 



(T-σ)(CM+CR)<CM*T
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Once the corresponding thresholds, i.e., ε, φ and σ, are determined for DAR, one can employ these decision rules derived in the initial phase and in the execution phase for the selection of proper cache methods. 

Decision Rule for the Execution Phase

     Determine the minimal number of temporal locality pages σ from 

     (CM+CR)(T-σ)< CM*T

      If (α T+T β) >σ) then


Using FLB

     else


α/β>φ_=> using FPS


α/β<φ=> using FCB

Conclusion:- We examined in this several cache retrieval schemes to improve the efficiency of cache retrieval. In particular, we analyzed the impact of using a coordinator buffer to improve the overall performance of cache retrieval. In light of the temporal locality of transactions, we devised a Dynamic Adaptive cache Retrieval scheme (DAR) that can adopt proper cache methods based on some specific criteria devised to deal with the service handoff situation in a mobile computing environment. The performance of these cache retrieval schemes was analyzed and a system simulator was developed to validate our results. It was shown by results that temporal locality had a significant impact on the performance of cache retrieval methods.

 Specifically, FPS performed best for transactions with prominent intertransaction locality whereas FCB outperformed others for transactions with prominent inter-transaction locality. By adaptively adopting the advantages of different cache retrieval methods, DAR performed very well and was particularly effective for a mobile computing environment. 
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