Experiment No:-
Aim of Experiment :   Design a system : The challenges of developing high performance, high reliability and high quality software systems are too much for ad-hoc and informal engineering techniques that might have worked in the past on less demanding systems. New techniques for managing these growing complexities are required to meet today’s time to market , productivity and quality demands.

TITLE : WORK INSTRUCTION SHEET: Mobile Computing Lab

Tools/Libraries: ….

Software Used :  MS Office
Hardware Used: Standard PC

Pre Condition : Study of Ad Hoc Network 

Post condition: System is designed using informal engineering techniques. 
Introduction:

With the increasing trends of networking and mobility come many Interesting opportunities and difficult problems. Mobile computing allows a user to use a computer as if they were physically attached to a network but are actually freely moving around in the environment. Unfortunately, to support this mobility places several restrictive restraints on the system including weight and size limitations, battery restrictions, and lower bandwidth communications. Algorithms that implement mobile    communications must recognize these factors and guarantee a level of usage satisfactory for the users. The main problems associated with networking including naming and routing are even more difficult in a mobile environment as the mobile units are allowed to move. Ad hoc mobile networks are temporary networks of intercommunicating mobile units which interact without using an established connection infrastructure either because an infrastructure does not exist or it is not practical to use it. Ad hoc mobile networks are even more complex than mobile networks involving fixed stations because mobile units may act as hosts causing problems due to mobile unit migration and lesser reliability.

Ad Hoc Mobile Networking

Ad-hoc networks are mobile networks that operate in the absence of any fixed infrastructure, employing peer-to-peer communication to establish network connectivity. These networks have a wide range of applications such as disaster relief and field operations, war front activities, and communication between automobiles on highways. Group communication or multicast is a natural requirement for many of these applications and the reliability of the multicast protocol could affect their performance significantly. Ad-hoc networks function under severe constraints such as mobility of nodes, insufficient power and memory on mobile devices,

and bandwidth restriction of the wireless medium.

An ad hoc mobile network is a collection of intercommunicating mobile hosts forming a temporary network without using as established network infrastructure. Such temporary networks have applications in remote

areas or disaster zones where no infrastructure exists. Also, small temporary networks are useful in situations where an existing infrastructure is too expensive or provides weaker performance than direct connections.

These situations include exchanging files between two users, connecting laptops at a conference, or even temporary networks of vehicle-mounted transmitters. 

Adhoc N/W Architecture:
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An ad hoc wireless network system enables a group of wireless terminals to autonomously construct a network and communicate with each other without any intermediary land lines. This research focuses on path-control systems and techniques for improving the performance of TCP communications in ad hoc networks. While it's true that many path-control systems already exist for ad hoc networks, the focus of our research is finding ways of raising TCP communication performance while taking the path-control system into Account. 

Reliability   In Ad-Hoc N/Ws :(anonymous gossip protocol ):
In recent years, a number of applications of ad-hoc net-works have been proposed. Many of them are based on the availability of a robust and reliable multicast protocol. The proposed protocol for enhancing works in two phases. In the first phase, any suitable protocol is used to multicast a message to the group, while in the second concurrent phase, the gossip protocol tries to recover lost messages. Our proposed gossip protocol is called Anonymous Gossip(AG) since nodes need not know the other group members for gossip to be successful. This is extremely desirable for mobile nodes, that have limited resources, and where the knowledge of group membership is difficult to obtain. This method can be implemented on top of any of the tree-based and mesh-based protocols with little or no overhead, and without affecting the scalability of the underlying protocol. MAODV is a reactive protocol that dynamically creates and maintains a multicast tree for each group. It is an adaptation of AODV, a unicast routing protocol.Each node running MAODV maintains two routing tables: Route Table(RT) and Multicast Route Table(MRT).The Route Table is used for recording the next hop for routes to other nodes in the network. 
Each entry in RT contains a destination IP address, a destination sequence number, hop count to the destination, IP address of next hop, and the lifetime of this entry. The destination sequence number tracks the freshness of the route to that destination. A source node S trying to send a message to a node B, first looks for  a route to B in its RT. If a valid route is not found, S broad-

casts a route request message called RREQ. A node receiving this RREQ message can unicast a route reply RREP to S if it is the destination node or if it has a fresh enough route to B. Otherwise the node broadcasts the RREQ to its neighbors. The source node S selects the shortest among the freshest routes from the received RREPs and adds the entry in the Route Table. Nodes relaying the RREQs and the RREPS add the reverse and forward route entries into their Route Table respectively. The Multicast Route Table contains entries for multicast groups of which the node is a router (i.e., a node in the multicast tree). Each entry in this table contains the multicast

group IP address, the group leader IP address, the group sequence number, hop count to the group leader, the next hops, and the lifetime. The next hops are the nodes in the multicast tree to which this node is connected. Each next

hop entry has an enabled flag to indicate a potential but not yet activated entry. The next hop that is closer to the group leader is called the upstream node. A node S that is not a part of the multicast tree can join the multicast group by broadcasting a RREQ message with the join flag set. Any node in the multicast tree can respond to a Join RREQ by unicasting an RREP back to S. These RREQs and RREPs are processed similar to unicast routing.

In addition, nodes receiving Join RREQs also add entries with enabled flag false in their MRT. The node S selects a suitable route from the RREPs and sends an activation message called MACT along this route. All nodes receiving the MACT message change the enabled flag to true in their

entries. Any group member, which is a leaf node in the multicast tree can leave the group by sending a MACT message to its upstream node with the prune flag set. A node receiving a Prune MACT deletes the sender from its next hop table. If it is a non-group member that has now become a leaf node, it leaves the group by sending a Prune MACT to its upstream node. Non-leaf nodes can leave a multicast group but must continue to function as routers in the multicast tree. When a link breakage occurs between two nodes U and D of a multicast tree, only the downstream node D attempts to repair this link. This restriction is necessary to prevent formation of loops. D sends an RREQ with an extension containing the hop count to the group leader. Any

multicast tree member closer to the group leader than D can reply to this RREQ. In case D receives no replies within a certain time even after a few rebroadcast of the RREQ, the network is assumed to be partitioned and a new group leader is selected in the downstream sub-tree.

Performance Enhancement Thru Incrd Reliability:

The simulation results show that AG can improve the reliability of multicast routing protocols without the use of acknowledgements, and without adding significant overhead to them. Goodput is defined as the percentage of nonduplicate messages received through gossip replies to the total number of messages received through gossip replies. In other words goodput gives a measure of the redundant traffic more the goodput, more the number of useful messages carried by gossip replies and lesser is the redundancy. In our simulations goodput is measured at different group members for two values each of transmission range and maximum speed. In general the gossip rate should be tuned so that the network does not get congested and the goodput is nearly 100 percent.

Performance decreases dramatically with the increasing size of the network. There is also degradation in performance with increase in mobility. The reasons for the poor performance can be attributed to two main aspects of the protocol.

1. Buffer size,      in practice, is bounded, a situation could arise when old messages are still stored in most of the node buffers. This gives rise to a situation where newer messages cannot be accommodated since older messages have to be stored to provide the strong guarantees. 

2. Use of ack messages. This proves to be very expensive in wireless networks where the physical layer is bandwidth constrained.

The advantage of this protocol is the reliability it provides for high-speed networks. On the other hand this protocol is extremely expensive since it generates a large number of messages, and may easily congest the network.

Performance In Adhoc N/Ws :

TCP performance  in ADHOC n/ws can be increased using  AODV routing dynamics. 

.Many previous studies show that TCP performance in multi-hop wireless networks is poor .TCP throughput often decreases dramatically with the number of hops . The primary reason is link-layer packet losses caused by contention between data packets traveling in the same direction, and collisions between data packets and TCP ACK packets traveling in opposite directions.

AODV 

In an ad hoc network, mobile nodes must communicate with each other to determine appropriate routes to use. One approach is the Ad-hoc On-demand Distance Vector (AODV) routing protocol. In AODV, mobile nodes advertise their presence in the network by broadcasting HELLO beacons periodically (e.g., once per

second) to their neighbours. AODV uses three types of control packets for managing network routes. A Route Request (RREQ) packet is initiated by a sender that has no known route to a desired destination. A Route Reply (RREP) packet is returned by a node with a known route to the destination indicated in an RREQ. Each RREQ carries a (monotonically-increasing) sequence number so that the matching RREP can be determined. When an RREP is received in response to an RREQ, the sender 2 records the route received, and uses it for subsequent data packets sent to that destination. A Route Error (RERR) packet is returned by a node along a (formerly working) route that is no longer valid (perhaps because of node movement). AODV is designed to maintain fresh routes. A node updates its AODV routing table whenever it receives a control packet (RREQ, RREP, or RERR) with a higher

sequence number than it has recorded in its routing table for a given destination.

Modification Done In AODV 

Frequent route breakages are undesirable. Route breakages trigger RERR packets and a renewed route discovery process, temporarily stalling the TCP data transfer for that sender. 

GRAPHICAL REPRESENTATION SHOWING ENHANCEMENT   IN   TFRC  PERFORMANCE:
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This graph shows effect of through put and offered load

Qos In Adhoc N/W :

Quality of service (QoS) is the performance level of service offered by the network to the user. The goal of QoS provisioning is to achieve a more deterministic network behavior so that information carried by the network can be better delivered and network resources can be better utilized. A network or a service provider can offer different kinds of services to the users. After accepting a service request from the user a network has to ensure that the service requirements of the user’s flow are met throughout the duration of the flow. The network has to provide a set of service guarantees while transporting a flow.

  After receiving a service request from the user, the first step is to find a suitable loop-free path from the source to the destination that will have the necessary resources available to meet the QoS requirement of the desired service. This process is known as QoS routing.After finding a suitable path a resource reservation protocol is employed to reserve necessary resources along that path.

Characteristics of adhoc wireless n/ws such as lack of central coordination,mobility of hosts,and limited availability of resources make QoS provisioning very challenging.

REAL- TIME TRAFFIC SUPPORT IN AD HOC WIRELESS NETWORKS

Real time applications require mechanism that guarantee bounded delay and delay jitter. Real-time applications can be classified as hard real-time applications and soft real-time applications. A hard real-time application requires strict QoS guarantees. Some of the hard real-time applications include nuclear reactor control systems; air traffic control systems and missiles control systems. In these applications failure to meet the required delay constraints may lead to disastrous results. On the other hand soft hand applications can tolerate degradation in the guaranteed QoS to a certain extent. Some of the soft real-time applications are voice telephony, video-on-demand and video conferencing. In these the loss of data and variation in delay and delay jitter may degrade the service but do not produce hazardous results. The research community is currently focusing on providing QoS support for applications that require soft real-time guarantees.

Qos Parameters In Ad Hoc Wireless Networks:-
QoS parameters differ from application to application. For example, in case of multimedia applications bandwidth. Delay jitter delays are the key QoS parameters whereas military applications have stringent security requirements. For applications such as emergency search conference hall require that the transmissions among nodes consume as little energy as possible. Hence battery life is the key QoS parameter.
Issues And Challenges In Providing Qos In Ad Hoc Wireless Networks:-
Ad hoc wireless networks have certain unique characteristics that pose several difficulties in provisioning QoS. Some of the characteristics are:

Dynamically varying network topology: Since the nodes in an ad hoc wireless network do not have any restriction on mobility,the network topology changes dynamically.Hence the admitted QoS sessions may suffer due to frequent path breaks, thereby reestablished over new paths.

Imprecise state information: In most cases , the nodes in an ad hoc wireless network maintain both the link-specific state information and flow specific state information.The link specific state information includes bandwidth delay , delay jitter, loss rate, error rate,stability,cost and distance values for each link.The flow specific information includes session ID,source address, destination address and QoS requirements of the flow(such as maximum bandwidth requirement, minimum bandwidth requirement, maximum delay and maximum delay jitter). The state information is inherently imprecise due to dynamic changes in network topology and channel characteristics.

Lack of central coordination: Ad hoc wireless networks do not have central controllers to coordinate the activity of the nodes.This further complicates QoS provisioning in ad hoc wireless network.

Error-prone shared radio channel: The radio channel is a broadcast medium by nature. During propagation through the wireless medium, the radio waves suffer from several impairments such as attenuation, multipath propagation and interference.

Hiden terminal problem: This problem occurs when packets originating from two or more sender nodes which are not within the direct transmission range of each other collide at a common

Receiver node .it necessitates the retransmission of packets which may not be acceptable for flows that have stringent Qos requirements.

Limited resource availability : Resources such as bandwidth ,battery life storage space ,and processing capability are limited in adhoc wireless networks hence, efficient resource management mechanisms are required for optimal utilization of these scarce resources.

Insecure medium : Due to broadcast nature of the wireless medium, communication through a wireless is highly insecure.

Design Issues

Hard state versus soft state resource reservation:

In hard state, resources are reserved at all intermediate nodes along the path from source to destination throughout the duration of the QoS session. if this path is broken, these resources have to be released by deallocation mechanism. in soft state, reservation is maintained for small time interval. They get refreshed.

Stateful versus stateless approach:

In stateful approach, each node maintains either global state information, or local state information. In stateless approach, no such info is available. If global state info is available, the source node can use centralized routing algo to route packets to the destination. In latter, distributed routing algo is used.

Hard QoS versus soft QoS approach:

If qos requirement of a connection are guaranteed to be met for the whole duration of  session,is termed as hard qos approach.If these requirement are not guaranteed for the entire session, approach is termed as soft QoS approach.
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